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ABSTRACT

Vertical ground heat exchangers are one of the most important parts of geothermal utilization systems. In order to understand the effect of simultaneous variation of design parameters; a three dimensional computational fluid dynamics simulation was carried out. Based on the effective parameters on the heat exchanger efficiency and the total heat transfer efficiency in cooling mode, and with the aid of the second-order Response Surface Model, two functions for the total heat transfer efficiency and the heat exchanger efficiency were derived. The effects of different design parameters on the response variables were examined. Based on the Response Surface Model, it was found that the dimensionless inlet fluid temperature and the dimensionless pipe diameter significantly affect the response variables, while the response variables are weakly affected by dimensionless depth. Finally, an optimization was performed and the optimum heat exchanger is defined using the model equations.
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1. Introduction

With vertical ground heat exchangers (VGHEs), illustrated in Fig. 1, heat is exchanged to the underground environment to provide cooling or heating. VGHEs are being used for an increasing number of applications such as space heating or cooling, water heating, crop drying, agricultural greenhouses, etc. During the heat transfer process, several parameters known as design parameters could affect the VGHE efficiency. Main parameters include deep ground temperature, mass flow rate, and borehole depth. In order to understand the effect of different parameters on the heat transfer efficiency and the heat exchanger efficiency, a large number of experimental measurements are needed. As a result, the total cost of the experiment would be too high. Consequently, some numerical methods, like computational fluid dynamics (CFD) have been helping engineers the past few decades. Several numerical and analytical methods have been reported by Mei and Emerson [1], Muraya et al. [2], Rottmayer et al. [3], Thornton et al. [4], Li et al. [5], Gao et al. [6], Cui et al. [7], Lee and Lam [8] and Li and Zheng [9].

Kavanaugh [10] used a two-dimensional finite-difference method to study the performance of a borehole with a concentric tube. Eskilon and Claesson [11] calculated the ground temperature around a VGHE using a two-dimensional explicit finite difference method. He proposed G-functions for a long-term step, and later Yavuzturk et al. [12,13] proposed a short-term step-response factor method. The short-time step model of Yavuzturk et al. utilized an automated parametric grid generation algorithm for different pipe sizes, leg spacing, and borehole geometry. Hellstrom [14] proposed a model for VGHEs based on borehole thermal resistance. He derived two-dimensional analytic solutions of the borehole with arbitrary numbers of pipes and assumed a uniform temperature on the borehole wall along the entire depth, which is an oversimplification. Zeng et al. [15] developed a quasi three-dimensional model for VGHEs also based on borehole thermal resistance but using an analytical solution of the fluid temperature profiles along the borehole depth. Cui et al. [7] developed a finite element numerical model for the simulation of the VGHE in alternative operation modes over a short time period for ground-coupled heat pump applications. His model showed that the finite line-source model was not capable of modeling the VGHEs within a few hours. Yang et al [16] used a two-region model of VGHE; and, proposed an updated two-region VGHE analytical model, which was fitted for system dynamic simulation of ground-coupled heat pumps. His model divides the heat transfer region of VGHE into two areas which are coupled by the temperature of the borehole wall at its boundary. Li and Zheng [9] developed a three dimensional numerical method by using an unstructured grid in the cross section and structured grid at the borehole direction. However, he only solved energy equation for fluid side. In order to account for the effect of changing fluid temperature with depth on the thermal process
experimental data. Michopoulos and Kyriakis [18] developed a new tool based on analytical equations describing the heat exchanged with the ground formation, which is suitable for energy analysis of vertical ground source heat pump systems. Their proposed method estimated the soil properties based on ground investigations. Their results agreed well with experimental data.

Nam et al. [17] developed a numerical model to predict heat exchange rates for vertical ground-source heat pump systems. Bandyopadhyay et al. [7], Lee and Lam [8] and Li and Zheng [9], have been assuming a constant undisturbed ground temperature profile in their research. This assumption does not model the real condition in which the undisturbed ground temperature varies with depth.

In this study, unlike most of the previous research, a variable undisturbed ground temperature profile is assumed. A full three dimensional CFD model is implemented using this assumption. With aid of the CFD results, a second-order response surface methodology (RSM) model is derived using the Central Composite Design (CCD) approach. The RSM model is obtained for the heat transfer efficiency and the heat exchanger efficiency of a VGHE. Based on the derived model, the most important design parameters are determined and the interactions between them are identified. Also from the model equations, the optimum design combination to achieve higher efficiency can be easily identified.

2. Modeling approach

A VGHE interacts thermally not only with the grouts in the borehole but also with the surrounding ground formation. For the convenience of modeling, the volume of ground that is affected by the VGHE, or the ground storage volume, can be considered a three dimensional cylinder with a height greater than the depth of the borehole to ensure that the soil at the bottom boundary is not affected by the VGHE during the time of simulation. A number of assumptions are needed to develop the model. These assumptions are:

- The grout and the ground formation are assumed homogeneous.
- There is no thermal contact resistance at any interface.
- The heat transfer mechanism in the grout and the ground formation is confined to conduction only and the presence of underground water flow is not considered.

By the foregoing assumptions, a full three-dimensional modeling, previously developed by Heidarinejad et al. [23], is used to determine the VGHE performance. The simulation is performed with the aid of a commercial computational fluid dynamics software package, FLUENT. By taking advantage of the symmetry of the geometry and heat transfer process, only half of the ground storage volume and its associated tubes, fluid, and grout are modeled (as shown in Fig. 2). More details can be found in Heidarinejad et al. [23].

3. Undisturbed ground temperature profile

For determination of the thermal interaction of the VGHE with the surrounding ground, précis knowledge of the ground temperature distribution is required. The ground temperature is mainly affected by variations in air temperature and solar radiation. Under influence of these effects, the undisturbed ground temperature fluctuates daily and annually. The annual variation in surface ground temperature can be estimated using a sinusoidal function (Eq. (1)).

\[
T(0, \tau) = \bar{T}_G + A_{CS} \cos \left( \frac{2\pi}{365} (\tau - \tau_0) \right) 
\]  

(1)

in the bore field, he divided the soil into many layers in the vertical direction. Eventually, his model showed good agreement with experimental data. Nam et al. [17] developed a numerical model to predict heat exchange rates for vertical ground-source heat pump systems. Their proposed method estimated the soil properties based on ground investigations. Their results agreed well with experimental data. Michopoulos and Kyriakis [18] developed a new tool based on analytical equations describing the heat exchanged with the ground formation, which is suitable for energy analysis of vertical ground source heat pump systems. Bandyopadhyay et al. [19] proposed analytical solutions, which were based on the equivalent single core method in U-tube heat exchangers. In their study, both the average fluid temperature and borehole boundary temperature have been obtained using the Gaver–Stehfest numerical inversion algorithm. Sayyaadi et al. [20] performed the multi-objective optimization of a vertical ground–source heat pump using an evolutionary algorithm. Their optimization was based on energy and exergy analysis. Sanaye and Niroomand [21] found an optimum design process of a ground–source heat pump which includes thermal modeling of the system and selection of optimal design parameters but it was based on the sensitivity analysis of investment and electricity costs only. Li et al. [22] defined the soil temperature distribution around a U-tube heat exchanger in a multi-function ground-source heat-pump system. His simulation was based on inner heat source theory. Also, several previous studies, Thornton et al. [4], Li et al. [5], Gao et al. [6], Cui et al. [7], Lee and Lam [8] and Li and Zheng [9], have been assuming a constant undisturbed ground temperature profile in their research. This assumption does not model the real condition in which the undisturbed ground temperature varies with depth.
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- There is no thermal contact resistance at any interface.
- The heat transfer mechanism in the grout and the ground formation is confined to conduction only and the presence of underground water flow is not considered.

By the foregoing assumptions, a full three-dimensional modeling, previously developed by Heidarinejad et al. [23], is used to determine the VGHE performance. The simulation is performed with the aid of a commercial computational fluid dynamics software package, FLUENT. By taking advantage of the symmetry of the geometry and heat transfer process, only half of the ground storage volume and its associated tubes, fluid, and grout are modeled (as shown in Fig. 2). More details can be found in Heidarinejad et al. [23].

3. Undisturbed ground temperature profile

For determination of the thermal interaction of the VGHE with the surrounding ground, précis knowledge of the ground temperature distribution is required. The ground temperature is mainly affected by variations in air temperature and solar radiation. Under influence of these effects, the undisturbed ground temperature fluctuates daily and annually. The annual variation in surface ground temperature can be estimated using a sinusoidal function (Eq. (1)).

\[
T(0, \tau) = \bar{T}_G + A_{CS} \cos \left( \frac{2\pi}{365} (\tau - \tau_0) \right) 
\]  

(1)
The Kusuda formula [24] (Eq. (2)) which is based on the solution of one-dimensional transient heat conduction in semi-infinite solid with sinusoidal surface temperature, is presented as follow:

\[
T(Z, \tau) = \bar{T}_G + A_{GS} \exp \left( -Z \sqrt{\frac{\pi}{365 \bar{\alpha}_S}} \right) \cos \left( \frac{2 \pi}{365} \left( \tau - \tau_0 - Z \sqrt{\frac{365}{\bar{\alpha}_S}} \right) \right)
\]  (2)

where \( T(Z, \tau) \) is the undisturbed ground temperature at time (\( \tau \)) and depth (\( Z \)), \( \bar{T}_G \) is the deep ground temperature which is defined from geological examinations, \( A_{GS} \) is the annual amplitude of the ground surface temperature, \( \tau_0 \) is a time lag (days) from an arbitrary starting date, and \( \bar{\alpha}_S \) is the average thermal diffusivity of soil. When this equation is used for the short period simulation the parameters' units, such as thermal diffusivity's unit and time's unit, should be converted to the short term format.

As seen in Fig. 3, the undisturbed ground temperature is changing in shallow regions (until 10 m in depth) and after that the ground temperature becomes constant.

In most of previous researches in the field of VGHE modeling, the ground temperature was assumed to be constant in all depth. By this assumption, the ground temperature distribution in the shallow region is inaccurately predicted and consequently, the VGHE performance will be erroneously calculated. So, in order to untangle the mentioned knot, this study assumes the undisturbed ground temperature varies with depth (Eq. (2)).

4. CFD simulation

In order to obtain an accurate prediction of the complex heat transfer process, a full three-dimensional model was performed using the commercial computational fluid dynamics software FLUENT. As seen in Fig. 4, because of symmetry in the geometry, the computational grid is generated only for half of the complete domain. The radius of the cylinder has to be chosen carefully to ensure that the soil at the edge is not affected by the VGHE.
during the time of simulation. Hart and Couvillion [25] state that the correct value of $r_{\infty}$ is infinity. However, in numerical simulations, the infinity radius is not acceptable and the computational domain should be restricted. They suggested the following equation for defining the far-field radius:

$$r_{\infty} = 4 \sqrt{\alpha_G \tau_{\text{Period}}}$$  \hspace{1cm} (3)

where, $r_{\infty}$ is far-field radius, $\alpha_G$ is ground diffusivity and $\tau_{\text{Period}}$ is the operation period. In our study, the far-field radius is calculated based on a four-month operation of VGHE. Therefore, the far field radius is defined from Eq. (3). The pressure–velocity coupling in the flow region is determined using the Semi Implicit Method for Pressure Linked Equations (SIMPLE) algorithm. The second order upwind differencing scheme is used to evaluate the advection terms for the Navier–Stokes equations, the energy equation, and the turbulent transport equations. In order to reach the stable temperature variation, along the fluid flow and the return temperature, an unsteady state simulation was performed. For the unsteady simulations, 4 h time periods were used. Stable results are obtained within this period. The unsteady simulations were performed with varied time-steps: 0.01 s, 0.1 s, and 1.0 s in the order specified.

Two objectives of this paper were to quantify the total heat transfer efficiency and heat exchanger efficiency of VGHE. All models have been built using the same approach. Physical properties are provided in Table 1.

5. Response surface methodology

Response surface methodology (RSM) is composed of a series of statistical and mathematical methods for analyzing empirical results. When an experiment is performed, the RSM can determine the relationship between output responses (output parameters) and input parameters [26]. RSM was used to analyze the experimental data and to optimize the numerical methods such as CFD. The difference between these two types of usage is in the type of errors that are generated by the responses [27]. In experimental methods, inaccuracy in results is caused by the measurement errors; whereas, in numerical methods, errors may due to round-off errors or artificial errors. In RSM, the errors are assumed to be random [26]. The RSM consists of correlating the N variables put into action through a second-order polynomial expression of the following form:

$$\lambda = b_0 + \sum_{i=1}^{N} (b_i x_i) + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (b_{ij} x_i x_j) + \sum_{i=1}^{N} (b_{i} x_i^2)$$ \hspace{1cm} (4)

where $\lambda$ is a response variable, and $x_i$ the factors or variables which we wish to correlate and the symbols $b_0$, $b_i$, $b_{ij}$ are constants.

In this study to create an accurate second-order Response Surface Model the Central Composite Design (CCD) method is used. Box and Wilson first described the CCD method in 1951. Today it is one of the most popular second-order models. Each design consists of a standard first order design with $n_f$ factorial points and $n_0$ center points, augmented by $n_a$ axial points (Fig. 5). The factorial points are used to fit linear and interaction terms and the axial points provide additional levels of the factor for the purpose of estimating the quadratic terms. The resulting values, for each of the variables, are used to determine the coefficients of the polynomial equation ($b_0$,

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil thermal conductivity (W/mK)</td>
<td>1.83</td>
</tr>
<tr>
<td>Soil density (kg m$^{-3}$)</td>
<td>2000</td>
</tr>
<tr>
<td>Soil specific heat capacity (J kg$^{-1}$ K$^{-1}$)</td>
<td>1400</td>
</tr>
<tr>
<td>Soil thermal diffusivity (m$^2$ day$^{-1}$)</td>
<td>0.05064</td>
</tr>
<tr>
<td>Grout thermal conductivity (W/mK)</td>
<td>1.95</td>
</tr>
<tr>
<td>Grout density (kg m$^{-3}$)</td>
<td>2500</td>
</tr>
<tr>
<td>Grout specific heat capacity (J kg$^{-1}$ K$^{-1}$)</td>
<td>850</td>
</tr>
<tr>
<td>HDPE thermal conductivity (W/mK)</td>
<td>0.42</td>
</tr>
<tr>
<td>HDPE density (kg m$^{-3}$)</td>
<td>1100</td>
</tr>
<tr>
<td>HDPE specific heat capacity (J kg$^{-1}$ K$^{-1}$)</td>
<td>1465</td>
</tr>
</tbody>
</table>

Table 1

Physical material properties.
6. Results and discussions

6.1. CFD results

With the aid of the three dimensional numerical simulation, the outlet fluid temperature \( T_{\text{Out}} \) is defined and the total heat transfer per unit length \( Q \) is calculated using Eq. (5):

\[
Q = \frac{\dot{m_H} C_P (T_{\text{in}} - T_{\text{CFD}})}{H}
\]

Several parameters, called design parameters, affect the VGHE outlet fluid temperature \( T_{\text{Out}} \). These design parameters are divided in two groups, controllable parameters and uncontrollable parameters. Some controllable parameters, which could affect the VGHE efficiencies, include inlet flow velocity \( u_{\text{in}} \), inlet flow temperature \( T_{\text{in}} \), pipe diameter \( d_p \), borehole diameter \( d_b \), borehole depth \( H \), and the fluid kinematic viscosity \( \nu_f \). Some uncontrollable design parameters are the ground thermal conductivity \( (K) \) and deep ground temperature \( (\overline{T}) \). While the ground thermal conductivity is an uncontrollable parameter, its variation is small for a wide range of ground formations, and thus, ground conductivity is assumed constant in all simulations. By introducing the following dimensionless parameters, the number of design parameters is decreased

\[
d^*_{p} = \frac{d_p}{d_b}, \quad H^* = \frac{H}{d_b}, \quad T^*_{\text{in}} = \frac{T_{\text{in}}}{\overline{T}}, \quad \text{Re}_d = \frac{u_{\text{in}} d_p}{\nu_f}
\]

and, the outlet fluid temperature becomes a function of the design parameters. In other words, the heat exchanger efficiency (\( \dot{\eta} \)) is a function of new dimensionless variables:

\[
\dot{\eta} = \frac{T^*_{\text{in}} - T^*_{\text{CFD}}}{T^*_{\text{in}} - \overline{T}}
\]

\[
\dot{\eta} = \Psi(d^*_{p}, \quad H^*, \quad T^*_{\text{in}}, \quad \text{Re}_d)
\]

In order to understand the complex relationship between the heat exchanger efficiency and design parameters, several simulations were performed using the combination of design parameters specified in Table 2.

Theoretically, the maximum heat transfer occurs when the outlet temperature equals the deep ground temperature, the mass flow rate is at the maximum value, and the borehole depth is at the minimum value. It is clear that this condition never happened in a single VGHEs but this indicator could help to determine an accurate comparison between different VGHEs using the different design parameters. Therefore, the maximum total heat transfer can be expressed as Eq. (9):

\[
Q_{\text{max}} = \frac{(\dot{m}_H)_{\text{max}} C_P (T_{\text{in}} - \overline{T})}{(H)_{\text{min}}} = \left( \frac{\pi}{4} \right) (\text{Re}_{\text{max}}) (d^*_{p})_{\text{max}} (\nu_f) (\text{Re}_d) (\mu C_p (T_{\text{in}} - \overline{T}))
\]

In order to choose the best combination of design parameter through the presented ranges in Table 2, the dimensionless total heat transfer efficiency is introduced as Eq. (10):

\[
\dot{\eta} = \frac{Q}{Q_{\text{max}}}
\]

It should be mentioned that the \( \dot{\eta} \) has not any physical meaning and it is just an intermediate parameter which helps to choosing the best combination of design parameters.

6.2. Validation of the numerical results

The CFD results have been constantly verified with experimental data. Thus, the current numerical results were compared to the experimental measurements of Dobson [28]. The experimental setup was installed in Texas, USA and it was consisted of a 67 m deep VGHE with high density polyethylene (HDPE) pipe. The monitored variables included: entering and leaving water temperature of VGHE, water mass flow rate, soil temperature at several depths and radial locations. So, in order to have a tangible sensation of the experiment, its parameters are converted to the proposed non-dimensional format:

\[
T^*_{\text{in}} = 1.65, \quad d^*_{p} = 0.2, \quad H^* = 600, \quad \text{Re}_d = 8650
\]

In this stage, the short-term behavior of the fluid outlet temperature was compared experimentally and numerically every 2 min for the first 0.5 h.

As seen in Fig. 6, the maximum difference between the CFD results and experimental data is about 3.5%, so it is reasonable to say that the outlet fluid temperature shows reasonable agreement with experimental results.

Both the simulation and the experiment have the same conditions. Only the soil thermal diffusivity, which is used in the simulation, has a mean value inferred from the thermal response test [28].
Table 3
CFD simulation results and predicted RSM model values for two response variables (θ and η).

<table>
<thead>
<tr>
<th>Test number</th>
<th>H*</th>
<th>T作战in</th>
<th>Re_d</th>
<th>d_p*</th>
<th>θ</th>
<th>η</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CFD</td>
<td>2nd RSM</td>
</tr>
<tr>
<td>1</td>
<td>120</td>
<td>2.5</td>
<td>3200</td>
<td>0.3334</td>
<td>0.2033</td>
<td>0.21548</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td>1.75</td>
<td>6400</td>
<td>0.2</td>
<td>0.1466</td>
<td>0.1425</td>
</tr>
<tr>
<td>9</td>
<td>600</td>
<td>2</td>
<td>9600</td>
<td>0.2</td>
<td>0.1233</td>
<td>0.1312</td>
</tr>
<tr>
<td>14</td>
<td>600</td>
<td>1.75</td>
<td>6400</td>
<td>0.3334</td>
<td>0.2500</td>
<td>0.2369</td>
</tr>
<tr>
<td>18</td>
<td>300</td>
<td>2</td>
<td>9600</td>
<td>0.2</td>
<td>0.0766</td>
<td>0.0882</td>
</tr>
<tr>
<td>23</td>
<td>600</td>
<td>2.5</td>
<td>6400</td>
<td>0.25</td>
<td>0.1966</td>
<td>0.1960</td>
</tr>
<tr>
<td>27</td>
<td>300</td>
<td>2.5</td>
<td>6400</td>
<td>0.2</td>
<td>0.1101</td>
<td>0.1025</td>
</tr>
<tr>
<td>30</td>
<td>600</td>
<td>2.5</td>
<td>6400</td>
<td>0.2</td>
<td>0.2323</td>
<td>0.3388</td>
</tr>
</tbody>
</table>

By using Design-Expert 7.1 software packages, the simulation conditions of 30 tests were generated which some model tests are shown in Table 3 for instance.

Based on these testing conditions, the heat transfer efficiency and the heat exchanger efficiency (response variables) are computed from the CFD that was described earlier in Section 6.2. The CFD-predicted η and θ values and the predictions from the RSM are plotted in Fig. 7 for different test numbers.

6.3. Development of second-order model

After doing the 30 numerical runs using CFD, the simulated results for the total heat transfer efficiency and the heat exchanger efficiency are used to find the model parameters used in the second-order RSM model (see Eqs. (12) and (13)). In order to calculate the parameters, the CCD approach is used. The second-order model for predicting η and θ can be expressed as:

\[
\begin{align*}
\eta &= -0.10699 - 3.231 \times 10^{-4}(H^*) + 0.054015(T_{in}^*) + 1.25045 \times 10^{-5}(T_{in}^*)^2 + 2.34584 \times 10^{-8}(H^*)^2 + 3.12746 \times 10^{-9}(H^*)^2(T_{in}^*) + 2.46997 \times 10^{-10}(H^*)^2(T_{in}^*)^2 + 0.16627(T_{in}^*)^2 - 5.28118 \times 10^{-6}(T_{in}^*)^2 - 2.87387 \times 10^{-10}(T_{in}^*)^2 + 9.84207 \times 10^{-12}(H^*)^2 - 8.81669 \times 10^{-10}(T_{in}^*)^2 + 0.25651 \times 10^{-10}(T_{in}^*)^2 - 0.31014 - 2.80172 \times 10^{-4}(H^*) + 0.30673(T_{in}^*) - 4.90586 \times 10^{-6}(T_{in}^*) + 1.39860(d_p^*)^2 + 3.51581 \times 10^{-5}(H^*)^3 + 8.27061 \times 10^{-6}(H^*)^3(T_{in}^*) + 7.37015 \times 10^{-7}(H^*)^3(T_{in}^*)^2 - 0.22829(T_{in}^*)^3 - 3.96615 \times 10^{-5}(T_{in}^*)^3 + 3.88545 \times 10^{-8}(H^*)^3 - 0.058935(T_{in}^*)^3 - 4.05168 \times 10^{-10}(T_{in}^*)^3 - 1.34967(d_p^*)^2
\end{align*}
\]

From examining these expressions and the values of the coefficients, one can easily deduce that the response variables (η and θ) are significantly affected by the dimensionless inlet fluid temperature (T_{in}^*) and dimensionless pipe diameter (d_p^*) but are weakly affected by the dimensionless depth (H^*). In addition, it is interesting to note that interaction of dimensionless inlet fluid temperature (T_{in}^*) with the dimensionless pipe diameter (d_p^*) is major while the interactions with other design parameters are at a minor level, as deduced from second-order RSM model.

As seen from Fig. 7, the predicted response values obtained from the second-order RSM model agree well with the CFD values.

6.4. Optimization

By inspecting the numerical results of the total heat transfer efficiency (η) and the heat exchanger efficiency (θ), it is found that these two responses are varied when the design parameters change. For example, as the depth of borehole is increased, the heat exchanger efficiency is increased; but the total heat transfer efficiency is decreased. Thus, their behaviors are not distinctly predictable when the design parameter varies. Thus, there exists a position where both responses are optimized. Optimization was performed, using Design-Expert 7.1 software, with the condition that both responses should be at the maximum value at the same time, and other design parameter must be situated within the range of the design parameters.

The second order RSM models were optimized at η = 0.046289 and θ = 0.248792, subject to the following combination of design variables:

\[
H^* = 278.83, \quad T_{in}^* = 1.91, \quad d_p^* = 0.3334, \quad \text{and} \quad Re_d = 3200
\]
In order to verify the optimized $\eta$ and $\theta$ values predicted from RSM, the CFD simulation was performed again using the combination of design variables shown in Eq. (14); the computed $\eta$ and $\theta$ are 0.043658 and 0.26984 (Error $\eta = 5.6\%$ and Error $\theta = 8.4\%$). The computed CFD values favorably agree with predicted value from RSM optimization.

7. Conclusion

In this paper, unlike most previous simulations, a full three dimensional computational fluid dynamics simulation with approximately 3.5% error was performed. The highly accurate RSM model was used to show how design parameters could simultaneously affect the response variables. The effect of four dimensionless design parameters $H^*$, $T_{in}^*$, $d^*_p$, and $Re_d$ on two dimensionless response variables $\eta$ and $\theta$ was examined. In order to understand the complex relationship between design parameters and response variables, the second order Response Surface Model with Central Composite Design approach has been used. Results conclude that the response variables are strongly affected by the dimensionless inlet fluid temperature ($T_{in}^*$) and the dimensionless pipe diameter ($d^*_p$) but are weakly affected by dimensionless depth ($H^*$). The interaction of the dimensionless inlet fluid temperature ($T_{in}^*$) with the dimensionless pipe diameter ($d^*_p$) is at a major level while the interactions with other design parameters are at a minor level, as determined from the values of the coefficients. The optimum combination needed to reach the optimum response variable is determined.
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